Abductive Statistical Methods Improve the Results of Calibration Curve Bioassays
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The Calibration Curve Problem

e Also called the standard curve
problem

* Met
com
sam

nod to quantitate
nosition of unknown or test
oles

e Compare standards to test
samples

* Regress results from standards
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e Predict “x” from results of test

samples

The Calibration Curve Problem
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Calibration Curves: General Considerations

* Begin by finding the
responses of the
dependent variable to
the independent
variable

* Dependent variable

e Standards from some
known source

* Measured properties or
values

Dependent Variable (y;)
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Calibration Curves: General Considerations

. . . 480

* Then fit a calibration,
or standard curve 460
* By convention: g 440
o Yi = blxi + bO %2420
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Calibration Curves: General Considerations

480

* Next measure the
response of a test 460

sample of unknown _ . . ; :
composition : : : . .
* Calculate it’s | . '

independent variable (x,)
composition
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Calibration Curves: General Considerations

480

* Calibration curves are »
not measured without

error

e Confidence intervals
may be calculated

* Ci’s are minimal at the
mid-point of the
independent variable o .
values 30 50 70 90 110 130
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Calibration Curves: General Considerations

480

* Because of error in the .
standard curve 460

* The real estimate of x, can
only be described as being
within some confidence
interval

e The estimated mean

* Has a 50% chance of being
above the mean value

* Has a 50% chance of being 260 s
below the mean value 30 50 70 90 110 130
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Calibration Curves: General Considerations

* The confidence
intervals of predicted
Xy S should be different
for test samples near
the center and
extremes of the
calibration curve
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Calibration Curves:

* The farther from the center
of the calibration curve, the
greater the ci’s will be

* Recommendations are
usually to keep the mean test
sample values in the same
range as the standards

* Extra care may be necessary
when Cl’s go outside the
range of the standard curve
as well

General Considerations
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Calibration Curves:

* Theoretical conundrum?
e Belief that x is the
independent variable
* y;=bx+b,
* Then use inverted
equation to solve for x

* X = (Yo — bg)/by
* In reality finding x=f(y)
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Calibration Curves: General Considerations

« If x were considered a
function of y, the resulting
standard curve would be
different |

» But it would have the same R? |

* The reverse regression line
goes through (360,30)

* Note that the variables and
scales have been reversed, but
not the labels

* The equation is as excel
presented it

)
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Calibration Curves:

* The normal and reverse
regression lines graphed in
normal (X,y) space

* Note how the reverse
regression line now goes
through (30,360)

* While a broken clock gives the
correct time twice per day,
reverse regression only gives
the right answer once in
infinity

General Considerations
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What Is The Problem?

* Typically
* Researchers ignore error in the standard curve

* Make x the independent variable with no associated
error

* Then try to estimate the error in x ???
* Researchers predict one value of x for each replicate of

y

* If there are 3 replicates they make 3 predictions with zero
(0) degrees of freedom each, etc.



What Is The Problem?

* Results with the classical standard curve
method are:

* Precise

* Reliable

* Repeatable

* The results make us

* Happy
e Satisfied




What Is The Problem?

What do happy &
staisfied have to

do with research
277




What Is The Answer?

* There are other methods of predicting
the x value of test samples

100
* They are not perfect either

* There is no direct, exact method of
determining the confidence level of the
composition of a test sample
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e Alternate methods are based on
observations and theories

Dependent Variable (y;, Response)

* They give the same or better results 40
. . oy 0 10 20 30 40 50 60
than the CIaSS|CaI, or |ntU|t|Ve methOd Independent Variable (xi, Available Nutrient Level (mg))
near the center of the calibration curve —Response = =Lower 95% CI. ==-Upper 95%C..

* With 3 replicates, one mean estimate
with 2 degrees of freedom



Is Changing Methods Worth The Effort?

100
 Effort, what effort? 5 90
) Once the Calculations are ; 80 AVERAGE RESPONSE OF UNKNOWNS
programmed, there is no effort| =
* Only a chance to present | = «
data properly With sma"er % 50 ,, PREDICTEDMEii‘SDNUTRIENTCONTENT
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THE ANSWER IS THAT YOU MAY HAVE BETTER
RESULTS:

* With another method simply by making different
calculations

* With modern computers practically no effort at all



What Makes Understanding Why The Calibration
Problem Really Is A Problem Difficult?

|t is not obvious to most
biologists that:

* The line calculated is
dependent on assumptions
made

* ASSUMPTION OF y=f (X)
* Y=b,(x) + b,

* ASSUMPTION OF x=f (Y)
*Y=(x—-by) /b,

* Both have exactly the same r?
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What Makes Understanding Why The Calibration
Problem Really Is A Problem Difficult?
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* It seems obvious that the equation with x
as the independent variable can be
inverted to find the value of x fromy

e But when x is calculated directly from y, a
different equation should be used!!

e Can it be appropriate to calculate
variation for a variable that is believed to
be without variation?

21



TRY THIS AT HOME:

IF EXCEL IS USED TO CALCULATE THE NORMAL AND REVERSE REGRESSIONS, THE RESULTING
LINES ARE NOT THE SAME UNLESS R2=1.000000...
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HOW ARE CALIBRATION OR STANDARD CURVES
TYPICALLY EVALUATED?

* The COUNTER-INTUITIVE method uses one-way ANOVA and multiple range
tests to determine which standards the test samples are not different from.

* The INTUITIVE method uses classical (or normal, or standard) regression in
the form of y=f (x) and is inverted x=(y-b,)/b, to find variation in x in test
samples.

* The SOPHISTIC method uses reverse regression in the form of x=g (y) and
x=b,(y)-b, to find variation in x in test samples.

 ABDUCTIVE methods use standard regression in the form of y=f (x) and
x=(y-b,)/b, to find the mean value for x. They use equations based on
observation and theory to find variation in x in test samples.



HOW ARE CALIBRATION OR STANDARD CURVES
TYPICALLY EVALUATED?

* The COUNTER-INTUITIVE method uses one-way ANOVA and multiple range
tests to determine which standards the test samples are not different from.



Determining The Value Of Some Unknown Property
Of A Sample

 Compare the “unknow” sample to samples of known composition

* Conduct an experiment and get responses from the TEST and known STANDARD samples
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Determining The Value Of Some Unknown Property
Of A Sample

* First thought may be to compare values of known and unknown samples using
t-tests or multiple-range tests

Dependent Variable (y;,, Response)
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* The results do not identify the
content of the unknown
sample.

* The results only tell what the
sample is not different from.

* So this approach is counter-
intuitive. It does not answer
the question of what is the
content of the test or
“unknown” sample.



HOW ARE CALIBRATION OR STANDARD CURVES
TYPICALLY EVALUATED?

* The INTUITIVE method uses classical (or normal, or standard) regression in
the form of y=f (x) and is inverted x=(y-b,)/b, to find variation in x in test
samples.



DETERMINING THE VALUE OF SOME UNKNOWN PROPERTY OF A
SAMPLE - NORMAL REGRESSTION & INVERSE PREDICTION

 This approach is to compare the responses of the test and standard
samples using simple linear regression

 The resulis do identify the
content of the test sample.

* If there are replications of
the test sample responses, an
SD of the amount of unknown
in the sample can be
calculated

* So this approach is intuitive.
It answers the quesfion of
what is the content of the

unknown” in the sample
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DETERMINING THE VALUE OF SOME UNKNOWN
PROPERTY OF A SAMPLE - NORMAL REGRESSION &
INVERSE PREDICTION

« THIS APPROACH MAY BE INTUITIVE: COMPARE THE RESPONSES OF
THE TEST AND STANDARD SAMPLES USING SIMPLE LINEAR
REGRESSION
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» This process is called
Inverse Prediction

* With regression,
* y=1 (x), y=b;x+bg
* With Inverse
prediction, the
equation is
rearranged to get
x=f (y), x=(y-bg)/b;



ASSUMPTIONS OF INVERSE PREDICTION?

ASSUMPTIONS O
Rggl\l ESSII\C')N F ASSUMPSI;I&NI%Z NINVERSE

* Y is dependent on X X is dependent on Y

* Y=f (X) * X=g (¥)
« X values are known * Y values are known precisely

precisely * There is variation in X
* There is no variation in values
X values * There is no variation in Y

* There is variation in Y

30



HOW ARE CALIBRATION OR STANDARD CURVES
TYPICALLY EVALUATED?

* The SOPHISTIC method uses reverse regression in the form of x=g (y) and
x=b,(y)-b, to find variation in x in test samples.



REVERSE REGRESSION

e Switches X and Y axes
* Calculate X=b,(Y)-b,

* Estimate X of test samples directly
from equation

* More problems than intuitive
* No variation in curve

* 0 degrees of freedom for each test
sample

e Uses wrong equation for prediction
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Reverse Regression Reality Check

Uses wrong equation for prediction
* Degree of wrongness depends on R? of line
e With R2>0.95, there is very little difference in lines

. . Comparison of Lines from Normal and Reverse
Comparison of Lines from Normal and Reverse )
. Regressions
Regressions
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Reverse Regression Reality Check

* Understood: “not significantly different” does not mean “the same as”
 Significantly different from wrong does not mean right
* The sophistic method gives the wrong mean, the c. I. Is irrelevant!!!

Comparison of Lines from Normal and Reverse

Comparison of Lines from Normal and Reverse .
Regressions

Regressions
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 The mean estimate from the sophostic model may be close, but except for one point it is still
always wrong
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Inverse Prediction & The Reverse Regression:
Both Techniques Are Problematic — Assumptions Not True

g Unknoun Content - (Response - 40.167) 10167 * Pretend standard curve has no C.I.

Al S . * 0 degrees of freedom predictions

3 : * Overestimate variation

é 60
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HOW ARE CALIBRATION OR STANDARD CURVES
TYPICALLY EVALUATED?

 ABDUCTIVE methods use standard regression in the form of y=f (x) and
x=(y-b,)/b, to find the mean value for x. They use equations based on
observation and theory to find variation in x in test samples.



To Estimate The Variation In X From An Observed
Y Requires Abductive Reasoning

e Abductive models make best guesses estimates of the C.I. For what X really is
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* Abductive reasoning uses known
principles and observations to
estimate the SD of unknown
samples.

e Abductive reasoning can account for

changes in the confidence interval
near the average X values and
extreme X values.

e The mean X values are the same with

intuitive and abductive models.

e Abductive models can show the
Increase in uncertainty in X
predictions at the extremes of the
calibration curve.

* The intuitive model can notz



“Graybill’s Equation” Includes Variation From Both
Uncertainty In The Line And In The Unknown

* S, =standard deviation of the estimated
X, from an unknown response, y,

o oSyx (L1 Go=¥* e Bisthe slope of the line
0 b |m n b?2).(x;—X)? _ :
l * M = number of replicates of (y,)
* N =number of responses (y.) to the
standards (x;)
Y, is the average of the unknown
samples
* S,/ = standard error of the regression
line

and

2 (Vi — V)* o
\ n-—2

Sx/y =




Sy/x 1 | 1 | (:VO_:)—’)Z

0T m T n” b2 Y. (x; — X)*?

* Graybill’s abductive method is useful for:
1. Estimating experimental power

Influence of changing replicates or standard levels
on s,

2. Quality control

Influence of difference from X on magnitude of
the confidence interval




How Are Calibration Or Standard Curves Typically
Evaluated?

And now to
show some

comparisons of
actual data

The counter-intuitive method uses one-way
ANOVA and multiple range tests to determine
which standards the test samples are not different
from.

The intuitive method uses classical (or normal, or
standard) regression in the form of y=f (x) and
inverted x=(y-b,)/b, to find variation in x in test
samples

The sophistic method uses reverse regression in
the form of x=f (y) and x=b,(y)-b, to find variation
in x in test samples

Abductive methods use standard regression in the
form of y=f (x) and x=(y-b,)/b, to find the mean
value for x. They use equations based on
observation and theory to find variation in x in test
samples

40



A Microsoft Excel Workbook Written To Make Calculations And

Comparisons
It can also be helpful in estimating experimental power
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6 2 3914 S  c.. p= 0.05000 4\
74 3 462.8 Upper Cl | Ab=aa )p, cv SEM=
8| a4 457.1 Counter-Intuitive /—J\<' f, N\ ? ?
9 5 452.7 Intuitive ¥35.37 14.411| RSQ P
10| 6 438.0 Abductive (Gra \12 6.212 | 0.551 0.0000
11, 7 437.0 Sophisti 3 7.934
2o Enter your
13 9 r
14 10
s G- standard curve .
16 12 fFigure, and
1; 1131 . (cells BD5 to
1
s in the green WP Vst Be Re-set
20 16 h, anually for Each New
;; 157; %400 Cel IS Calibration Curve
[o
23| 19 a %80
1 50 70 90 110 130
25| 21 Independent Variable (x;)
26| 22
27| 23 —Mean — Lower95% Cl ==-Upper 95% Cl
28| 24
29| 25
30 26
31 27
32 28
33| 29

3 Title Introduction Inputs & Summary Abductive (Graybill) Model Intuitive Method Sophistic Method Lab Spreadsheet Transformations _ Simulations Slope Comparison Chart Slope Comparison Char + 44

e o - +  100%




& cccec v 0.5 120820 g

Draw Page Layout Formulas Data Review View &t Share A
X cut = . A Alae — = R = 3 141 2, AutoSum v p
 copy ~ ﬁuc Sans... 18 A~ A =i = @L‘wapleﬁ, General [Ev @v Normal 2 N QB = Ex = E = & e Z?v Q =
e grome | LI DEHEIAY | (== (=) | RN | (¢ 1% 2] | poy o | S i
F3 - fx  YOUR VALUES WILL BE AUTOMATICALLY TRANSFERRED TO THE OUTPUT SPREADSHEETS N -
A B (@ D E E G H | J K L M N 0 P Q R S
1
Calibration Data Test '
Sampe ENTER THE VALUES O )

2 Responses
3 Cstd Sstd YOUR VALUES
4 Obs. X Yi ENTER THE DF
5 1 419.8
6| 2 391.4 Y E t test |
q - . J5E nter your test sample
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1
Calibration Data Test
Sampe ENTER THE VALUES OF YOUR TEST SAMPLES IN THE YELLOW CELLS
2 Responses
3 Cstd Setd YOUR VALUES WILL BE AUTOMATICALLY TRANSFERRED TO THE OUTPUT SPREADSHEETS
4 | Obs. Xi vi ENTER THE DESIRED CONFIDENCE INTERVAL FOR THE UNKNOWNS IN THE RED CELL
5 1 419.8
6 2 3914 S  c.. p= 0.05000
7 3 462.8 Upper CI Mean Lower CI Range Sca cv SEM=
8| 4 457.1 Counter-Intuitive ? ? ? ? ? ? ?
9 5 452.7 Intuitive 186.86380 107.7928 | 28.72184 |158.1420| 38.127 | 35.37 |14.411| RSQ P
10 6 438.0 Abductive (Graybill) | 139.3475 107.7928 76.2382 | 63.1093 |15.2153| 14.12 6.212 | 0.551 0.0000
11| 7 437.0 Sophistic 140.57180 97.0364 53.5011 | 87.0707 | 20.992
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[EENOE % C.l. p= 0.05000
Upper CI Mean Lower Cl Range Sca Cv SEM=
Counter-Intuitive ? ? ? ? ? ? ?
Intuitive 186.86380 107.7928 | 28.72184 |158.1420| 38.127 | 35.37 |14.411| RSQ P
Abductive (Graybill)| 139.3475 107.7928 76.2382 | 63.1093 [15.2153| 14.12 6.212 | 0.551 0.0000
Sophistic 140.57180 97.0364 53.5011 | 87.0707 | 20.992 | 21.63 7.934

Mean values for

intuitive and

abductive models
are the same

48




The confidence
interval for the

abductive method

is much smaller

qv’_

This is expected since the test
samples were near the center of
the standard curve where the
confidence interval is smallest

% C.I. p= 0.05000
Upper Ci Mean Lower Cl Range Sca CVv SEM=
Counter-Intuitive ? ? ? ? ? ? ?
Intuitive 186.86380 107.7928 | 28.72184 |158.1420| 38.127 | 35.37 | 14.411| RSQ P
Abductive (Graybill)| 139.3475 107.7928 76.2382 | 63.1093 |15.2153| 14.12 6.212 | 0.551 0.0000
Sophistic 140.57180 97.0364 53.5011 | 87.0707 | 20.992 | 21.63 7.934
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I icC.. p= 0.05000
Upper Ci Mean Lower Cl Range Sca CcVv SEM=
Counter-Intuitive ? ? ? ? ? ? ?
Intuitive 186.86380 107.7928 | 28.72184 |158.1420| 38.127 | 35.37 | 14.411| RSQ P
Abductive (Graybill)| 139.3475 107.7928 76.2382 | 63.1093 |15.2153| 14.12 6.212 | 0.551 | 0.0000
Sophistic 140.57180 97.0364 53.5011 | 87.0707 | 20.992 | 21.63 7.934
—

The SEM for the abductive
method is also much smaller and

more aCcu rately represents

reality

50




From The Directions Tab:

ENTER THE VALUES OF YOUR STANDARD CURVE IN THE 'INPUTS & SUMMARIES'

SPREADSHEET GREEN CELLS

IF YOU WOULD LIKE TO SEE YOUR CALIBRATION CURVE WITH 95% CONFIDENCE LIMITS

ON THE INP S HEET, THE AXES IN THE FIGURE AND DATA RANGE
TO BE ADJUSTED TO YOUR DATA POINTS

Always check to ) THE 'INPUTS & SUMMARY' SPREADSHEET'S
see if the
standard curve is  INTERVAL IN THE 'INPUTS & SUMMARY'

PAEET'S RED CELL

really a curve

UTS SPREADSHEETS/ AD THE 'INPUTS & SUMMARY'
SPREADSHEET
NSN— v

IF YOUR DATA IS NOTLINEAR, A TRANSFORMATION MAY HELP. ADDITIONAL
INSTRUCTIONS ARE INCLUDED ON THE "TRANSFORMATIONS" SPREADSHEET.

51



Is The Calibration Curve Really A Curve?

Observe the

“Transformations”

spreadsheet

0.5In
Linear Log10(x) LN(x) SqRt(x) | 1/x= x 1/x2  |SqRt(x+.5)| Ln(x+1) |Cube Rt (x)|In[x/(1-x)]|[(1+x)/(1-
x)]
Factor... 1000 1000
Trar::;‘i;:tim 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656
m -272.9300 | -0.4559 -1.0496 -12.5333 01094 | -46862.8451 | 0.0041 -12.4169 -0.9422 -2.8476 -8.2561 -0.2751
b 0.8466 0.0055 0.0127 0.0509 -0.0002 130.9265 0.0000 0.0507 0.0125 0.0169 0.0137 0.0009
R? 0.5506 | 0.6449 | 0.6449 | 0.5995 | 0.7081 | 0.4589 | 0.7280 | 0.5991 | 0.6434 | 0.6153 | 0.6393 | 0.5496
Obs. X
1.501 3.456 5.628 0.032 1003.310 0.001 5.672 3.487 3.164 -3.420 0.032
1.501 3.456 5.628 0.032 1003.310 0.001 5.672 3.487 3.164 -3.420 0.032
1.501 - 032
1.501
1708 Simply observe the R? values to determine which of these transformations will be most helpful to
1.708 improve the fit of your data to a straight line. Or try a different one that could more suitable for
1.708 your data.
1.708 ]
i':gz 1 If a transformation column shows #NUM for every value, there could be a problem with the formula
869 | dividing by zero. To avoid this problem, simply change the factor in Row 2 to 10, then 100, then 1000,
1869 | etc. and stop when numbers first appear.
1.985 4
1.985 4 When you have chosen a transformation to use, paste the values for that column to Column B on the
1.985 4 'Inputs & Summary' spreadsheet. The results presented will be for the transformed data and need
1.985 1 to be inverse transformed to linear space to be interpreted.
2.057
;'g:; 1 The formulas to inverse transform the results appear in Row 2 above. The values in Row 3 and Row 8
2057 4 should be the same. Rows 8 to 54 transform the data and Row 3 has an example to display the
2133 4 inverse transformation code. The results on the Inputs & Summary spreadsheet will need to be
2133 4 inverse transformed manually
2133 4
2.133 1

TN

g~




0.5In
Linear | Log10(x) | LN(x) | SqRt(x) | 1/x= e 1/x* |SqRt(x+5)| Ln(x+1) |Cube Rt (x)|In[x/(1-x)]|[(1+x)/(1-
x)]
Factor... 1000 1000
IWEHEL 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656
Transformation
m -272.9300 -0.4559 -1.0496 -12.5333 0.1094 -46862.8451 0.0041 -12.4169 -0.9422 -2.8476 -8.2561 -0.2751
b 0.8466 0.0055 0.0127 0.0509 -0.0002 130.9265 0.0000 0.0507 0.0125 0.0169 0.0137 0.0009
Rz 0.5506 0.6449 0.6449 0.5995 0.7081 0.4589 0.7280 0.5991 0.6434 0.6153 0.6393 0.5496
Obs. Vi X;
1 1.501 3.456 5.628 0.032 1003.310 0.001 5.672 3.487 3.164 -3.420 0.032
2 1.501 3.456 5.628 0.032 1003.310 0.001 5672 3.487 3.164 -3.420 0.032
3 1.501 e ——— == — .032
4 1.501 ; .032
5 1_1@5 3 Simpw Obsme *he RZ 051
6 \ 1.708 { improve the fit 5 ) 51
! de | Observe the r- values in Row 6 to
9 1.869 ° °
m o |4 If o transf determine which of these
11 1.869 4 @'vViding . .
12 o 14 transformations will be most helpful
13 1.985
z e ] to improve the fit of your data to a
16 1.985 ° ° :
5 T straight line. Or try a different
18 2.057 4 .
19 2057 | 4 ™ transformation that could be more
]
20 2,057
2L 213 [ 4 in suitable for your data.
22 2.133 q
23 2.133 4
24 2.133 4
25 b




e

'inputs & summary' spreadsheet. The results
presented will be for the transformed data and
need to be inverse transformed to linear space
to be interpreted.

0.5In
Linear | Log10(x) LN(x) 5q Rt(x) = e 1/x* t(x+5) | Ln(x+1) |Cube Rt (x)|In[x/(1-x)]|[(1+x)/(1-
N x)]
Factor... SN 1000 1000
InVerse | 31 6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.67506 656,| 31.6750656 | 31.675 \qs\ 31.6750656 | 31.6750656 | 31.6750656
Transformation N e i
m -272.9300 -0.4559 -1.0496 -12.5333 0.1094 %\ 0.0041 -12.4169 \ /, -2.8476 -8.2561 -0.2751
b 0.8466 0.0055 0.0127 0.0509 -0.0002 130.2 0.0000 0.0507 0.0125\l 0.0169 0.0137 0.0009
Rz 0.5506 0.6449 0.6449 0.5995 0.7081 0.4589 0.7280 0.5991 0.6434 0.6153 0.6393 0.5496
Obs Yi X
1.501 3.456 5.628 1003310 |~ 2 oo~ 3420 0.032
1.501 3.456 5.6 V N\ -3.420 0.032

When A transformation has been chosen, paste
the values from that column to Column B on the




The formulas to inverse transform the results appear in Row 3. The
values in Row 3 and Cell C8 should be the same. Rows 8 to 54

transform the data. The results on the Inputs & Summary

spreadsheet will need to be inverse transformed manually

)\‘

0.5In
Linear Log10(x) LN(x) SqRt(x) | 1/x= e 1/x* 5q Rt(x+5) | Ln(x+1) |Cube Rt (x)|In[x/(1-x)]| [(1+x)/(1-
x)]
Factor... 1000 1000
. '”f“”e o | 316750656 | 316750656 | 31.6750656 | 31.6750656 | 316750656 0656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656 | 31.6750656
ransrormation
m -272.9300 -0.4559 -1.0496 -12.5333 0.1094 | -46862.8451| 0.0041 -12.4169 -0.9422 -2.8476 -8.2561 -0.2751
b 0.8466 0.0055 0.0127 0.0509 -0.0002 130.9265 0.0000 0.0507 0.0125 0.0169 0.0137 0.0009
Rz 0.5506 0.6449 0.6449 0.5995 0.7081 0.4589 0.7280 0.5991 0.6434 0.6153 0.6393 0.5496
Obs. Vi X
1 3.456 5.628 0.032 1003.310 0.001 : 3.487 3.164 -3.420 0.032
2 1.501 3.456 5.628 0.032 1003.310 0.001 5.672 3.487 3.164 -3.420 0.032
3 1.501 P t———— 032
4 1.501 3 ' _ ' . . .03
S 1708 4 Simply observe the R? values to determine which of these transformations will be most helpful to 51
6 1.708 4 improve the fit of your data to a straight line. Or try a different one that could more suitable for Jo.0s1




In this example the data were log,, transformed, the line was fitted
and the ci was calculated. The results then had to be inverse
transformed (raised to the x power) to be interpreted in normal space.

Note that the mean is no longer in the center of the CI.

95 % C.I. p= 0.05
Upper CI Mean Lower Cl

Linear Standard Curve

Intuitive 127.4 106.9 86.3
Abductive - Graybill 130.2 106.9 83.5
Transformed Standard Curve : log,(x)
Intuitive 2.1248132 2.0070633 1.8893133

Abductive - Graybill 2.1261638 2.0070633 1.8879627

Inverse Transformed : 10"
101.6 77.5
101.6 77.3

Intuitive 133.3
Abductive - Graybill 133.7




95 % C.1.

p:

0.05

Upper CI

Mean

Lower Cl

Linea

r Standard Curve

Intuitive

127.4

106.9

36.3

Abductive - Graybill

130.2

106.9

83.5

Transformed Standard Curve : logy,(x)

Intuitive

2.1248132

2.0070633

1.8893133

Abductive - Graybill

2.1261638

2.0070633

1.8879627

Inverse Transformed : 1

OX

Intuitive

133.3

101.6

17.5

Abductive - Graybill

133.7

101.6

77.3

nan the intuitive

In this example the range is larger for the abductive t
methods. That is because the test sample values were near the
extremes of the standard curve where the confidence interval is wider.



I R S T U V \ X g i AA AB AC AD AE AF AG
ENTER YOUR CALIBRATION CURVE DATA INTO THE "INPUTS & OUTPUTS" SPREADSHEET
ENTER YOUR "UNKNOWN" RESULTS STARTING IN COLUMN R, CELLS 5 TO 14.

THE RESULTS OF ABDUCTIVE, INTUITIVE AND SOPHISTIC MODELS ARE DISPLAYED BELOW THE INPUTS.
YOU CAN COPY COLUMN AZ TO AS MANY COLUMNS AS YOU'D LIKE

REPLICATE SAMPLE NUMBER
NUMBER 1 | 2 | 3 4 | s | 6 | 7 | 8 | o | 10 | 11 | 12 | 13 | 14 |
1 419.80 /V\
2 391.44 W
3 462.76 L
4 457.14 ///
5 452.70
- . //F I . I I h h nL b
: /7 FOr mu tlpetESt sampies, C oose the "La
10
n 7

ABDUCTIVE METHOD ” : ; — S readSheet” ta b
~ P

Predicted Test Sample Mean| 107.79 #DIV/0! /

e Enter test sample replicates (up to 10) into

e = R i — columns “T" and above. Observe the

B — results at the bottom of each column

#DIV/0!
#DIV/0!

ductive (Graybill) Model Intuitive Method Sophistic Method Lab Spreadsheet




Graybill’s Abductive Method Should Only
Improve Your Results

It can also be helpful in
estimating experimental power.



CALIBRATION CURVE CONFIDENCE CALCULATOR

TEST SAMPLE VALUES SHOULD BE EVALUATED
LIKE THIS

(Vo]
o
(o]
o

80

70

60

Dependent Variable (y, Response)
Dependent Variable (y;,, Response)

1

20 30 40 50
Independent Variable (x;)

50

—Response = —=Lower 95% C.I. ---Upper95% C.I.

GM Pesti
Greensboro, GA USA

Version 0.62

Title Introduction Directions Inputs & Summary Abductive Power Analysis Abductive (Graybill) Model

NOT LIKE THIS

To explore
experimental

RESPONSES OF TEST SAMPSLE REPS

PREDICT

power of a
standard curve

ED CONTENTS,

20

30

Independent Variable (

Intuitive Method

experiment, click
on the black tab

of

Sophistic Method Lab Spreadsheet Transformations m Simulations cl Cl Axes +

m - + 120%
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Copy ¥
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H11 g fx =CB55
A B C D E F G H [
1 OR PO R
2 R RIO
3 OR RIO
4 DISP D > ADED AR R R
6 Projected
7 Grayhbill Standard
8 Vi=b1*xi+ b OLS I\:odel Curve
9 b= 0.648 0
10 Standard or Calibration Curve b= 368.921
11 R’= 0.913
12 Replicates of Test Sample n, 7.000
13 AVG Response of Test Samples Yo= 436.983
14 Predicted Unknown Xo= 104.963
15 SD of Test Sample Sy0= 4.371
16 cv (sxo/Xo) x 100= | 4.164
17 SEM of Test Sample seaf(ng1) 2= 1.784
18 SD about Regression Sxiy= 6.767
19 sD g/ Nation Slope S1= 0.030
20 |ntercept Spo= 2.558
21 tection 3s,//b1= 31.308
22 ation| 10s,,/b;= | 104.360
23 x(min) 31.6751
24 Difference Beetweem\ N
25 Maximum Test Samph\ max) 462.76 46
26 Calculated from Simulations by= 17.908
27 L
28
29
i? _ Sy/x
5 STEST SAMPLE — b_
33 1
34
35
A
> Title Introduction m wuAbductive Power Analysis

Number

- (I ) (s8]

| A ME?
Conditional Format
Formatting as Table

Normal 2

Norma

Neutral

2 Aut

The “Power Analysis”
spreadsheet uses Graybill’s
Equation to illustrate the
effects of using different
numbers of replicates for

each test sample

1 1
—+=+
m n

Vo — ¥)?

(b1)? Xita (xi — %)

,

Intuitive Method

Sophistic Method | ERSs==cee:

Transformations

er Tes

S Standard Deviation (s)—Cer

esults WCS SD (s) —Enc

Simulations Cl Cl Axe +
g - + 100%
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Paste & Format B/ I u-MH-S- A - = = = &= o= || Merge & Center ¥ $ (2l % | 9 || %52 ggr“"i
H11 g fx =CB55

C E P G H | J

FOR POWER ANALYSIS, CHANGE VALUES IN THE BLAC,

1

2 THE BEST CASE SCENARIO (BCS) IS WITH ALL TEST SAMPLES AT THE CEN’, T h t t :

3 THE WORST CASE SCENARIO (WCS) NIS WITH ALL TEST SAMPLES NEAR THE F e O u p u S I n

4 THE VALUES DISPLAYED IN THE GREY SHADED AREA ARE FROM THE CURRE'

6 Projected I e ]) f

; yi=b1*x; + by Ofsral‘\:zlclilel St(a:z:ivz:d Number of I CO u m n F a re ro m

9 b,= 0.648

10 Standard or Calibration Curve b= 368.921 h d d

11 R’= 0.913 / W atever Sta n a r

12 Replicates of Test Sample n, 7.000 J

13 AVG Response of Test Samples Yo= 436.983 436.98

14 Predicted Unknown Xo= 104.963 ‘ C u rve Wa S I a St

115 SD of Test Sample Sxo= 4.371

16 cv (sof%o) x 100= | 4.164 . .

17 SEM of Test Sample sca/(ng-1)%= 1.784 tte d I n to t h e

18 SD about Regression -).% 6.767 / I n p u

19 SD of Calibration Slope { 0.030

20 SD of Calibration Integg?”  _AF 2.558 (o ))

21 LOD, Lower Limit g# 7 3s,)b= | 31.308 I n p uts & S u m m a ry

22 iy _Afon|  10s,,/0:= | 104.360

23 v x;(min) 31.6751

24 _A%nx, Levels S readsheet 6
25 Maxiwest Sample Yo(max) 462.76 p Tes
26 Calgylated from Simulations Sxiy= 17.908

27 s)—Cer
28

29 b Vre —Enc
n _ y/x

= STEST SAMPLE = b_

33 1

34

35}

N
N

> Title introduction [T P Abductive Power Analysis Abductive (Graybill) Model Intuitive Method Sophistic Method Lab Spreadsheet Transformations | [JEEIIE  simulations cl Cl Axe +

B @[ - + 100%



The last inputted data can
be used for the power
analyses, or you can input a
new, or different standard

curve into column “H”

26 Calculated from Simulations

Projected
Graybill Standard
OLS Model Curve
0.648 0.648
368.921 368.90
2= 0.913 0.601
Ny 7.000
———N | 436.983
[ —x— | 104.963
\ So= 4.371
(s40/%o) x 100 4.164
;Ejl\ 1.784
Sy 6.767 18.00
J/ Spi= 0.030
ercept Spo= 2.558
/Detectlo,n\ 3s,y/b1= 31.308
Quantificde__ \Lb.a\ 104.360
Mum X X 31.6751
|fference Beetween x, Levels ~
Maximum Test Sample Yo(max) 462.76

17.908




yi=b1*xi + bO

Grayhill
OLS Model

Standard or Calibration Curve

0.648

368.921

0.913

Replicates of Test Sample

7.000

AVG Response of Test Samples

436.983

Predicted Unknown

104.963

SD of Test Sample

Sx(.l:

4.371

cv

(Sy0/Xo) X 100=

4.164

SEM of Test Sample

sea/(n-1) %=

1.784

SD about Regression

Sx/y=

6.767

SD of Calibration Slope

Sp1=

0.030

SD of Calibration Intercept

Spo=

2.558

LOD, Lower Limit of Detection

35x/y/b1=

31.308

LOQ, Lower Limit of Quantification

105x/y/b1=

104.360

Minimum x

X;(min)

31.6751

Difference Beetween x; Levels

Maximum Test Sample

Yo(max)

462.76

Calculated from Simulations

Sx/y=

Projected
Standard
Curve
0.648
368.90

0.601

436.98

The needed
information
includes the
standard curve
itself, information
about the x values
and SD of the
regression
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Standard 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
Levels Xi avgy Yi Yi Yi Yi Yi Yi Yi Yi Yi Yi Yi Yi Yi Yi Yi Yi Yi Yi
1 1 [31.67507(389.4391392.6568 |381.3281 353.9642 | 393.3495 |379.5327400.6213 |381.9396 | 396.5233 | 385.4288 | 388.8340 | 354.5229 | 369.1837 | 373.7180 | 402.0999 | 384.7338 | 371.0745 | 350.1926 | 407.1214 | 398
3] 1 [31.67507]389.4391413.1073 | 415.5756 | 380.6426 | 387.6532 |358.6643 |424.3365 | 417.2277 | 392.3224]420.7610 386.6216 | 385.4032 | 421.5764 | 411.4316 | 398.0492 | 376.1433 | 386.8206 | 377.7535 | 367.7871 | 347
4] 1 |31.67507|389.4391|393.1524 | 409.5187 | 369.0327| 334.9893 |381.8238|397.6485 | 406.8287 | 385.1980 | 412.1463 | 424.9260 | 365.8780 | 413.3950 | 367.5580 | 391.1188 | 381.0836 | 357.8437 | 394.7315 | 404.7088 | 376
5| 1 |31.67507|389.4391 | 397.4560 | 372.4605 | 370.8399 | 391.0647 |391.7555 |373.7523 | 365.7280 | 388.0974 | 372.8178 | 433.6724 396.5997 | 374.3311 | 388.9330 | 409.1894 | 403.3711 | 415.0314 | 406.5882 | 389.4192 | 385
6/ 1 |31.67507|389.4391|374.5078 | 394.7968 | 366.4300 | 361.0583 |388.8934 |396.4410 712 |414.97177  ONR86.1p7 ~NNq08.8119 | 388.3835 | 374.5832 | 396.5169 | 392
7| 1 [31.67507]389.4301|395.6116 |377.8003 |389.1142 | 389.7111 |377.4759|41 ?}* V "N\20 | 351.3944 | 369.4814 | 374.2478 | 393
8| 1 |31.67507|389.4391|405.3057 | 393.7985 41;;53—’—\( w:? 363.8603 | 414.6006 | 371
9| 2 [51.05779]402.0075|388.3207 |375.8256% 47| 401.0516 | 425.6159 | 403
10| 2 [51.05779|402.0075]395.9685 | 405/ N\g20.4057 | 407.3659 | 413
11] 2 [51.05779]402.0075]393.9467 |4/ . "\.6912 [ 382.5094 | 414
12| 2 |51.05779]402.0075]361.0358 | ate S 5 O 091 | 427.3826 | 405
13| 2 |51.05779]402.0075]402.7773 CCCCC.X IS SI m u 38|423.0198 | 388
14| 2 |51.05779|402.0075 | 403 20ee= 2151 | 385.6644 | 385
15| 2 [51.05779|402.00 /\046 364.0184 | 409
o Tetomlusg random standard curves Rl fossats 30
17| 3 | 70.4405 |a14f 411.5200 | 439
18] 3 | 70.4405 [414\ . . 423.3583 | 424
19 3 | 704405 [414 b a S e d O n t h e CO eff I e I C nt S 424.6473 | 431
200 3 [ 70.4405 [ 414579\ f0|413.3848 | 426
21 3 | 70.4405 |414.5759 A229]417.1830] 410
22 3 | 704405 [414.575 . 22,9013 | 431.4231 | 420
3 [Toaa0s a1as7 Inpu t and avera ges them s 22,2785 | ao2.681 426
24| 3 [ 70.4405 [414.575 127(424.2944 | 389.4089 | 396.1024 | 415
25| 4 [89.82322[427.1443 /9938 | 464.8210 | 450.6676 | 427.1820 | 438
26| 4 [89.82322]427.1443] 430} 4.4031|436.6582 | 423.6284 | 426.6161 | 450
27 4 [89.82322]427.1443]439.3448 [ 138 411.4369 | 436.3475 | 409.3739 | 426.3900 | 416
28] 4 [89.82322[427.1443]434.5190 | 438.6106 | I_ lﬁs; ____r76.9346 | 417.3586 | 414.5978 | 421.1067 | 416.4590 | 446
29 4 [89.82322]427.1443]436.1917 | 434.8560 | 457.30 _A37]419.2711 ] 408.5780 | 442.8819 | 467.8484 | 407.1337 | 451.5652 | 453.0916 | 438
30] 4 [89.82322[427.1443]407.6162409.4880 | 423.3008 | ATXOves 71824 | I .5482 | 420.6452 | 424.2288 | 448.1245 | 400.4786 | 419.4116 | 430.2226 | 459.6462 | 405
31 4 [89.82322(427.1443|386.2249 | 443.8672 | 443.6894 | 394.5138 |414.0094 |424.2969 [431. 7 416.1804 | 449.8430 | 410.5141 | 439.6466 | 410.4798 | 446.2897 | 424.5426 | 457.0715 | 426
32| 4 [89.82322]427.1443|428.3078 | 466.1329 |453.4317| 461.0484 |398.5558 | 441.6672|424.4287 | 381.0TUBTSIZATE0 | 407.4590 | 430.8432 | 463.2816 | 440.7723 | 424.3550 | 428.4936 | 423.8185 | 434.7046 | 409.5565 | 402
33| 5 [109.2059]439.7127]441.5357 | 434.4606 | 421.8156 | 454.2132 |478.1649 |442.2651 | 423.9229 | 468.2533 | 428.4694 | 437.4400 | 472.3808 | 420.9922 | 425.6079 | 438.4218 | 460.2026 | 467.1917 | 433.9497 | 432.6524 | 458
U [~ 1NQ 27NEQ 1120 7127 1 A2Q 7NRA | AAQ EEQD | AR RAR7 AAQ AADQ A2D ANRA | AR Q272 [ AAD R2QQ | ARA 22EN [ A2Q 27221 422 N12N | AN1 QNTA | AAT 177A | ADR QR77 | ANT7 7717 | A1 121A | AGN REAQ | 412 AR1 [ A71 274 | A7
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The standard deviation of the regression
is very close to the standard deviation of
the standard’s means in the standard

curve.

SD about Regression Sx/y= 6.767

SD of Calibration Slope Sp1= 0.030

SD of Calibration Intercept Spo= 2.558
LOD, Lower Limit of Detection 3s,/y/b1= 31.308
LOQ, Lower Limit of Quantification|  10s,,,/b;= 104.360

31.6751

Minimum X

Difference Beetween x; Levels

Maximum Test Sample Yo(max) 462.76

Calculated from Simulations




—< ’ : N—
The simulated standard curve is calculated

from the standard deviations of the
regressions. The values in ad4 to ca51 are
from the same distribution using the same

inputs
age Layout Formulas Data Review
Ruler Formula Bar Zoom | 100%
— N\
o _ ) ) - A - — T.702
Gridlines Headings Zoom to 100% mlmn_tf.‘f- Wf_\i e\ u
Selection wmdl Sx/y= 6.767
RMINV(RAND(),5AC4,5H$18) 51 0.030
AA AB AD AE Spo= 2.558
3Sx/y/b1= 31.308
Standard N \1/1 2 105x/y/b1= 104.360
Levels X; avgy Yi X;(min) 31.6751
1 1 |=NORMINV(RAND(),5AC4,$H$18)
2| 1 |31.67507|389.4391|388.3777 388.0194“ Yo(max) 462.76
3 1 31.67507 | 389.4391 | 390.4833 | 392.9804 Sx/y™ 17.908 ||




Centered Results Ends of Range Results

Number of BCS Std.

enicaes | Devatonts) | E7OrOT |WESSDE) WeSSEM
e T uw [ s [ e The “M” term of Graybill’s
Equation is then varied to
; ZEIZ jﬁz estimate the SD & SEM of
0 o sy | ne | iu test samples in the center
b es [ ass | uwm | ass and extremes of the

standard (or calibration)
curve

1.1 (Yo — ¥)*
\ m i n * (b1)? Xi=q(x; — X)?




The SD & SEM of test samples
in the center (Best-Case
Scenario) and extremes

(Worst-Case Scenario) of the
calibration curve are calculated
for different numbers of
sample replicates, “M”

Centered Results

Ends of Range Results

Number of 5CS Std.
sample | BCSStandard e | \wessp(s)| wes sem

replicates Deviation (s) Mean
1 28.21 29.12
2 20.26 20.26 21.50 21.50
3 16.79 11.87 18.28 12.92
) 14.76 8.52 16.43 9.48
5 13.39 6.69 15.21 7.60
6 12.39 5.54 14.34 6.41
7 11.63 4.75 13.68 5.59
8 11.02 4.16 13.17 4.98
9 10.52 3.72 12.76 4.51
10 10.11 3.37 12.42 4.14
11 9.75 3.08 12.13 3.84
12 9.45 2.85 11.89 3.59

\J m

1
— +

1

(Yo — ¥)*

__I_ -
n o (b))% Lia(xi — %)°
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Units of Response Variable (yi)

0 1 2 3 4 5 6 7 8 9 10 11
Number of Replicates per Test Sample, or Relative Cost

- -Centered Results BCS Standard Deviation (s)—Centered Results BCS Std. Error of Mean
- -Ends of Range Results WCS SD (s) —Ends of Range Results WCS SEM

12

70



= N N
(%) o %)

Units of Response Variable (yi)
[y
o

0 1 2 3 4 5 6 7 8 9 10 11 12
Number of Replicates per Test Sample, or Relative Cost

- -Centered Results BCS Standard Deviation (s)—Centered Results BCS Std. Error of Mean
71
= =Ends of Range Results WCS SD (s) —Ends of Range Results WCS SEM




Including Costs In Power Analyses

Calibration Data Test
Sampe ENTER THE VALUES OF YOUR TEST SAMPLES IN THE YELLOW CELLS
Responses
YOUR VALUES WILL BE AUTOMATICALLY TRANSFERRED TO THE OUTPUT SPREADSHEETS
Obs. ENTER THE DESIRED CONFIDENCE INTERVAL FOR THE UNKNOWNS IN THE RED CELL
1 280
2 261 S  %c. p= 0.05000
3 309 Upper CL Mean Lower CL Range
4 305 Counter-Intuitive ? ? ? ?
5 302 Intuitive 127.7828 71.6456 15.5085 |112.2744
6 292 Abductive (Graybill) 91.8041 71.6456 51.4872 40.3169
7 291 Sophistic 92.9364 64.0148 35.0933 57.8431
8
9
10 Calibration Curve with 95% Confidence Interval:
11
12 . e
13 The Axes in the Figure,
14 YT RN ED TR < The example data is storred in Columns AO to AV
15 for Each New Calibration
16 Curve
17
18
19
20
40 60 80
21 Independent Variable (x;)
22
23 —Mean — -Lower95%Cl ----Upper95% CI
24
25
26
27 Independent Variable Minimum = 21 Dependent Variable Minimum = 230
28 Independent Variable Maximum = 91 Dependent Variable Maximum = 316

> Title Introduction Inputs & Summary SAVE OUTPUTS Intuitive Method Abductive (Graybill) Method Sophistic Method Abductive Power Analysis Abductive Power Analysis (2) Abductive Power (Costs) -ac
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Observed SD with 7 Obs. per Rep. =
FOR POWER COST ANALYSIS, CHANGE VALUES IN THE GREEN CELLs ONLY. ALL OTHER VALUES ARE LINKED
THROUGH THE "ABDUCTIVE POWER ANALYSIS (2) SPREADSHEET Est. Varianceof | 3| cost per Obs. o
Reps.==>
Est. Variance of 5599 Cost Based per
Projected Obs. ==> Rep ==>
Graybill Standard Centered Results Ends of Range Results
yi=b1*x;+ b Number of
OLS Model Curve BCS Standad BCS Std. Observations per Total Costs per
b= 0.595 0.595 Deviation (s) Error of | WCSSD (s) | WCS SEM Replicate Relicate
Standard or Calibration Curve bo= 373.026 373.026 evia Mean
2= 0.515 1 60.75 63.84 1 56.986
Replicates of Test Sample my 7 2 43.15 43.15 47.40 47.40 2 40.588
AVG Response of Test Samples Yo= 436.983 3 35.38 25.02 40.46 28.61 3 33324
Predicted Unknown Xo= 107.468 4 30.77 17.77 36.50 21.07 4 28.993
SD of Test Sample Sxo= 14.961 5 27.64 13.82 33.90 16.95 5 26.038
v (sxo/%o) X 100= 13.921 6 25.34 11.33 32.05 14.33 6 23.856
SEM of Test Sample seaf(ny-1)2= 6.108 7 23.56 9.62 30.66 12.52 7 22.161 33.00
SD about Regression Sxiy= 21.161 33.324 8 22.13 8.36 29.58 11.18 8 20.794 37.00
SD of Calibration Slope Sp1= 0.091 9 20.95 7.41 28.70 10.15 9 19.662 41.00
SD of Calibration Intercept Spo= 8.322 10 19.96 6.65 27.99 9.33 10 18.704 45.00
LOD, Lower Limit of Detection 3s,/b1= 106.673 11 19.11 6.04 27.39 8.66 11 17.881 49.00
LOQ, Lower Limit of Quantification 10s,4,/b;= 355.575 12 18.37 5.54 26.88 8.10 12 17.162 53.00
Minimum x x{min) 31.675 = Best-Case Scenario 13 16.528 57.00
Difference Beetween x, Levels 19.38 orst-Case Scenario 14 15.963 61.00
Maximum Standard Response Yo(max) 473.27 473.27 IN THIS MODEL m 15 15.456 65.00
Calculated from Simulations Sxiy= 38.108 |<--Compare to Cell H18 AND n ARE LINKED , 16 14,997 69.00
Calibration Curve Levels of x 6 D 17 14.579 73.00
Calibration Curve Reps/Level of x 7 n IS EQUAL TO m 18 14.196 77.00
Total n for Calibration Curve 81.00
85.00
89.00
e * 93.00
The variance Is calculated rrom
101.00
105.00
C 109.00
the SD about the regression and
117.00
121.00
(] (] 125.00
its sample size
p 133.00
137.00
141.00



Observed SD with 7 Obs. per Rep. = 21.16

Est. Variance of
Reps.==>

Cost per Obs. ==>

Est. Variance of
Obs. =>

ds of Range Re,

Observations per

S EM Replicate Relicate

$

53.84 1 56.986 9.00

| 47.40 2 40588 13.00

foss 28.61 3 33324 17.00

Bs.s0 21.07 4 28993 21.00

B30 16.95 5 26038 25.00

p2os 14.33 6 23.856 29.00

fo.ss 12.52 7 22.161 33.00

— : 8 20.794 37.00

. . 9 19.662 41.00
The variance is calculated from the observed SD EEEEEE—E:

11 17.881 49.00

with its degrees of freedom. TR TR T

13 16.528 57.00

Th h S DI f d 'ff b f 14 15.963 61.00
en the S TOor dirferent numbers o 5 e | ww

. . 16 14.997 69.00
observations per replicate are calculated from Y IV Y
18 14.196 77.00

: 19 13.844 81.00

the variance o arsts | s
21 13.217 89.00

22 12.936 93.00

23 12.674 97.00

24 12.428 101.00

25 12.197 105.00

26 11.980 109.00

27 11.775 113.00

28 11.580 117.00

29 11.396 121.00

30 11.222 125.00

31 11.055 129.00

32 10.897 133.00

33 10.746 137.00

34 10.602 141.00




Observed SD with 7 Obs. per Rep. = 21.16
Examples
Est. Variance of Costper Obs.==>| §  4.00 | $/assay, $/chick, SFeed/chick, etc.
Reps.==>
Cost Based per $ 5.00 Housing costs /Pen, Weighing
Rep ==> Labor, etc.)
Observations per D Total Costs per Number of Obs. 3
Replicate Relicate per Rep. ==>

$ Cost per rep. ===> 17
1 56.986 9.00 No. of reps. Total Costs
2 40.588 13.00 1 119
3 33324 17.00 238
4 28.993 21.00 357
5 26.038 25.00 476
6 23.856 29.00 595
7 22.161 33.00 714
8 20.794 37.00
9 19.662 41.00
10 18.704 45.00
11 17.881 49.00
12 17.162 53.00
13 16.528 57.00 b
e =M | Ne costs per replicate are
15 15.456 65.00
16 14.997 69.00 °
17 14.579 73.00
= CalCulated from inputted costs
19 13.844 81.00
20 13.519 85.00
21 13217 89.00 e e
e er observation and replicate
23 12.674 97.00 p
24 12.428 101.00
25 12.197 105.00
26 11.980 109.00
27 11.775 113.00
28 11.580 117.00
29 11.396 121.00
30 11.222 125.00
31 11.055 129.00
32 10.897 133.00
33 10.746 137.00
34 10.602 141.00




P R il U \' W X \ 74 AA AB
Observed SD with 7 Obs. per Rep. = No. of Standard 6
Examples levels
Est. Variance of _ » ; No. of Test
Reps.—> 1 Cost per Obs. ==> $/assay, $/chick, SFeed/chick, etc. Samples 1
Est. Variance of 55.99 Cost Based per Housing costs /Pen, Weighing Observations per
Projected Obs. ==> ’ Rep ==> Labor, etc.) Rep. ==>
Standard ber of Centered Results Ends of Range Results  g— %
N Q
Curve umber o BCS Std. Observations per Total Costs per Number of Obs. S
sample BCS Standard . SD X . 3
0.595 ‘ o Error of Replicate Relicate per Rep. ==> @
replicates Deviation (s) =
373.026 Mean $ Cost per rep. ===>| 17 -
Y
0.515 1 60.75 1 56.986 9.00 Total Costs BCS SEM WCS SEM o
(@]
2 43.15 43.15 2 A 1 119 ke
436.98 3 35.38 25.02 3 33324 17.00 2 238 43.15 47.40 Chart Area
4 30.77 17.77 4 3 357 25.02 28.61 E
©
5 27.64 1 5 26.038 25.00 4 476 17.77 21.07 [ 5
©
6 6 23.856 29.00 5 595 13.82 16.95 5
7 22.161 33.00 6 714 1133 14.33
33.324 8 22.13 8.36 8 20.794 37.00 7 833 9.62 12.52
9 20.95 7.41 9 19.662 41.00 8 952 8.36 11.18 200 2200 4200 6200 820(
10 19.96 6.65 10 18.704 45.00 9 1071 7.41 10.15 .
Cost of the Trial
11 19.11 6.04 11 17.881 49.00 10 1190 6.65 9.33
12 18.37 (3) =---WCSSEM (3) —BCS SEN
31.68 BCS= Best-Case Scenario M (10) —BCS SEM (30) ——-WCS SE
19.38 WCS= Worst-Case Scenario
473.27
a a
38.108 |<--Compare to CellH18 . . C . @ . .
SEM (30) | WCS SEM (30)
a - a a
e 0 J U
a a a a
0]o 0 DIIC3 ated SD anc
-
g 0 aNC J
Der or OB 0 Ner rep s .
@
33 10.746 137.00 6 1890 6.15 7.77
34 10.602 141.00 7 2205 5.22 6.79




L12to L 22 and N 12 to N22 are transferred to

cells V13 to W23 to facilitate copying for graphing

Est. Variance of Cost Based per Housing costs /Pen, Weighing Observations per
55.99 S 5.00
Obs. ==> Rep => Labor, etc.) Rep. =>
Centered Results Ends of Range Results %
Number of Q
BCS Std. Observations per Total Costs per Number of Obs. S 15
sample BCS Standard . SD . . 3
. L. Error of | WCSSD (s) WCS SEM Replicate Relicate per Rep. ==> ©
replicates Deviation (s) =
Mean $ Cost per rep. ===> 17 +
Y
1 60.75 63.84 1 56.986 9.00 No. of reps. Total Costs BCS SEM WCS SEM o 10
o
2 43.15 43.15 47.40 47.40 2 40.588 13.00 1 119 =
; e e e e e e e e e Ty DI
4 30.77 17.77 ; . . : 25.02 28.61 ©
©
5 27.64 13.82 33.90 16.95 5 26.038 25.00 4 476 17.77 21.07 c 5
©
6 25.34 11.33 32.05 14.33 6 23.856 29.00 5 595 13.82 16.95 5
7 23.56 9.62 30.66 12.52 7 22.161 33.00 6 714 11.33 14.33
8 22.13 8.36 29.58 11.18 8 20.794 37.00 7 833 9.62 12.52 0
9 20.95 7.41 28.70 10.15 9 19.662 41.00 8 952 8.36 11.18 20
10 19.96 6.65 27.99 9.33 10 18.704 45.00 9 1071 741 10.15
11 19.11 6.04 27.39 8.66 11 17.881 49.00 10 1190 6.65 9.33
12 18.37 5.54
BCS= Best-Case Scenario




e e H
3
per Rep. ==>

: T R T The process is repeated 3 times for different

Standard Eero of the Me{

numbers of reps / treatment.

3 5 T om | hs The results are copied to cells U28 to AA60O.

952 8.36 11.18

1071 741 1015 Cost of the Tri
10 1190 6.65 9.33
11 1309 6.04 8.66 —BCSSEM (3) ---WCS SEM (3)
12 1428 5.54 8.10

---W(CS SEM (10)—BCS SEM (30)

DATA FOR GRAPHING
Total Costs BCS SEM (3) WCsSEM (3) | BCsSEM(10) | wcs SEM (10) EM (30) | WCsSEM (30)
2 238 4315 47.40
3 357 25.02 28.61
4 476 17.77 21.07
5 595 13.82 16.95
6 714 11.33 14.33
7 833 9.62 12.52
952 8.36 11.18
9 1071 7.41 10.15
10 1190 6.65 9.33
11 1309 6.04 8.66
12 1428 5.54 8.10
2 630 23.40 25.71
3 945 13.57 15.52
4 1260 9.64 11.43
5 1575 7.50 9.19
6 1890 6.15 7.77
7 2205 5.22 6.79
8 2520 4.54 6.06
9 2835 4.02 5.50
10 3150 3.61 5.06
11 3465 3.28 4.70

Intuitive Method Abductive (Graybill) Method Sophistic Method Abductive Power Analysis Abductive Powe
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DATA FOR GRAPHING

Total Costs

BCS SEM (3)

WCS SEM (3)

BCS SEM (10) | WCS SEM (10) | BCS SEM (30) | WCS SEM (30)

238

43.15

357

25.02

476

17.77

595

13.82

714

11.33

833

9.62

952

8.36

1071

7.41

1190

6.65

1309

6.04

1428

5.54

630

945

1260

1575

1890

2205

2520

2835

3150

3465

3780

1750

2625

3500

4375

5250

6125

7000

7875

8750

9625

10500

23.40 25.71

13.57 15.52

9.64 11.43

7.50 9.19

6.15 7.77

5.22 6.79

4.54 6.06

4.02 5.50

3.61 5.06

3.28 4.70

3.00 4.40

14.53 15.96

8.43 9.63

5.98 7.10

25

20

15

10

Standard Eero of the Mean

200 2200 4200 6200 8200 10200
Cost of the Trial
—BCS SEM (3) ---WCS SEM (3) —BCS SEM (10)
---WCS SEM (10)—BCS SEM (30) ---WCS SEM (30)

4.65 5.71

3.82 4.83

3.24 4.22

2.82 3.76

2.49 3.42

2.24 3.14

2.03 2.92

1.86 2.73

The number of replicates to graph
is arbitrarily chosen. Here 3, 10 &

30

reps were chosen.
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10

Standard Eero of the Mean

T

A 5% SEM:

Could not be found with 3 reps per pen.
Would cost $3200 with 10 reps per pen.
Would cost S5000 with 30 reps per pen.

2200 4200 6200 8200
Cost of the Trial

—BCS SEM (3) ---WCS SEM (3) —BCS SEM (10)
---WCS SEM (10)—BCS SEM (30) ---WCS SEM (30)

10200




25

N
o

(WY
o

10

Standard Eero of the Mean

'=, A 3% SEM:

Could not be found with 3 reps per pen.
| Might be found with 10 reps per pen.
Would cost $8,600 with 30 reps per pen.

200 2200 4200 6200 8200 10200
Cost of the Trial

—BCS SEM (3) ---WCS SEM (3) —BCS SEM (10)
---WCS SEM (10)—BCS SEM (30) ---WCS SEM (30)




> Title

Introduction Inputs & Summary SAVE OUTPUTS Intuitive Method Abductive (Graybill) Method Sophistic Method

Abductive Power Analysis

Abductive Power Analysis

Abductive Power (Costs)

Anyone can modify & improve the Excel workbook. Here a spreadsheet called

“SAVE OUTPUTS” was created.

T23

£

A B & D E & G H | J K L M N (0] P Q R S

x Variable =y Variable . . . 2 2 0-3In 2

! Name Name Intuitive Method Abductive Method Linear Log10(x) LN(x) Sq Rt(x) 1/x X 1/x Sq Rt(x+.5) | Ln(x+1) |Cube Rt (x)| In[x/(1-x)] [(1+x‘)l/(1- X+X
A7

2 Mean SEM Mean SEM Coefficients of Determination = R’
3 Intake Response 71.645641| 10.4983036| 71.64564| 4.0719174| 0.5152 0.6124 0.6124 0.5647 0.6861 0.4254 0.7213 0.5641 0.6100 0.5810 0.6085 0.5148 0.4263
4
5
6 |Diet Zn Tibia Zn 71.645641| 10.4983036| 71.64564| 4.0719174 0.515 0.612 0.612 0.565 0.686 0.425 0.721 0.564 0.610 0.581 0.609 0.515 0.426
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8

Values from the “Inputs & Outputs” and “Transformations” Spreadsheets are

written to the new spreadsheet. The results from Row 3 are from formulas.
They can be copied and pasted special, values, to have a permanent record




Conclusions About Calibration Curves

* Practically everyone accepts the inverse prediction model because it is very
Intuitive

* Practically everyone misses the important point that y=f(x) does not necessarily
give the same line as x= f(y).

* Predicting x from the y=f(x) line gives an incorrect answer.
* When r? > 0.95 it doesn’t matter much.

* When r? < 0.95 there may be distinct advantages to using an abductive method.
* The ci of test samples is better approximated.
* Ci’s of samples near the center of the standard curve won’t be overestimated.
* Ci’'s of samples near the extremes of the standard curve won’t be underestimated.



> wnN e

5.

6.

General Guidelines for Calibration Curves

Use at least 6 levels of x for your calibration curve
Center the calibration curve on values you expect from your test samples
For best results, try and use only a linear range of the response

Use the Abductive Method Equation to determine the amount of resources you can
use for your:

1. Calibration Curve

2. Number of replicates for the unknown

3. Economical improvement in Cl

Use the Abductive Method Equation to determine the Cl of the estimated content of
the samples

Determine if a transformation will be helpful
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