How Many Assays Should Adequately Describe a Mean Value 
With an Example from Crude Protein in a Feed?

A closely related problem to how much variation is in the nutrient content of ingredients is how to best measure the nutrients in each ingredient.  Because ingredients are not always uniform in composition, mixing and sampling can be very important to getting reliable results.  There is also a certain amount of error associated with chemical assays for each nutrient.  

Figure 1. The Normal Distribution, from LibreText.
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This discussion is based on the assumption that the nutrient in question is normally distributed in samples of the feed.  This assumption should be checked for each ingredient.  For example, what we call wheat is really many different cultivars of wheat, each with potentially different nutrient levels.  The various cultivars may be represented differently at the various grain depots.  The same cultivar grown with the same fertilizer rates will have varying compositions due to local rainfall conditions.  Due diligence should always be practiced when purchasing and feeding feed ingredients. 

To understand how much variation exists in feed an analytical method must be chosen.  The Dumas method that is commonly used for nitrogen (and therefore crude protein) determination is a good example.  It has been found to have a mean of 31.58 and an SD of 0.72 g N /kg of a standard broiler feed when the same feed sample was analyzed 90 times over 73 days.  The variation in assay results raises the question of how many samples to run to get a good estimate of the N in a particular batch of mixed feed or an ingredient.  The answer is complicated by the cost of each assay.  The producer must decide just how important it is to precisely know the nutrient levels in each batch of feed.

To demonstrate the decision-making progress, the worksheet in Figure 2 was developed (Sample Size Determination.xlsx).  An estimate of the expected mean value and the SD from historical data are entered into the yellow cells at the top of the worksheet.  An estimate of what the producer would find as an acceptable result also needs to be entered.  In this example the producer would like to know the value of the N in their feed within 3% of the mean.  So the results should be between 0.97 and 1.03 times 31.58, for a range of 1.89.  

The CONFIDENCE function of Excel was used to determine the confidence interval that can be expected knowing the SD, sample size, and alpha.  Alpha stands for the proportion times that the results are actually outside the determined confidence interval.  Since we are dealing with variation, we cannot always be sure of our results, but instead can accept being correct 95% of the time ( = 0.05), or 90% of the time ( = 0.10), etc.

In the center of Figure 2 is a table showing the expected confidence intervals for different numbers of samples and different values of alpha.  If only one analysis was made on a feed sample, the expected value should be within the confidence interval of 2.8 g/kg 95% of the time.  And the value should be within the confidence interval of 3.7 g/kg 99% of the time.  To have a confidence interval smaller than the desired 1.89 and expected to be inside it 95% of the time, it would be necessary to have at least 3 samples.  To have a confidence interval smaller than 1.89 and expect to be inside it 99% of the time, it would be necessary to have at least 5 samples.

The bottom third of Figure 3 shows the results of simulations to confirm the conclusions based on equations.  One random value from a normal distribution with a mean of 31.58 and SD of 0.72 was a sample.  There were 1 to 10 samples per simulation and 1000 simulations.  For each simulation, the number of values outside the 95% confidence interval were tabulated.  


Figure 2.  Finding confidence in laboratory results.
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Therefore, the confidence intervals in Rows 17 to 19 represent the sample size, and the probabilities estimated in Row 30 gives a more precise estimate of how many times values inside the confidence interval should be achieved.

Figure 2 shows the expected increase in confidence if more than one assay were to be run.  Compare cell F16 to G16 and then H16, etc.  It is a simple matter of calculating the standard errors and then multiplying by the cost per assay to produce a figure like Figure 3.  In the example, the cost was $2.00 per assay.  The producer then must decide the value of precisely knowing the protein level in each sample.

Figure 3.  Balancing costs and confidence in laboratory results.
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An even more interesting problem arises when there are two different assays that have different inputs and different amounts of inherent variation.  The example in the Hall et al. (2003) paper (below) involves two methods for determining the bone ash of broiler chickens.  One method is quicker and easier and does not require expensive and toxic chemicals but gives much more variable results than the other.  The quick method requires more samples to get the same confidence in the mean as the traditional method.  Therefore, sometimes there are more than costs involved in making the decision of how many replicates should be run.
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Spreadsheet to calculate Confidence Intervals
Input the expected mean and standard deviation (SD) in the yellow cells
Expected Average Nutrient Level =
The SD for the assay =
Lower | Upper
o
% Limit Limit c
To be within +/- 3.0 30.633 | 32.53 1.89
The Expected Confidence Intervals based on the alpha, SD and different Sample Sizes
Sample Size
alpha| CI 1 2 3 4 5 6 7 8 9 10
0.05 95 2.8 2.0 1.6 1.4 1.3 1.2 1.1 1.0 0.9 0.9
0.1 90 2.4 1.7 1.4 1.2 1.1 1.0 0.9 0.8 0.8 0.7
0.01 99 3.7 2.6 2.1 1.9 1.7 15 1.4 13 1.2 1.2

Compare the desired CI (cell with green background) to the expected CI's for each alpha and sample size.
If the desired CI is larger than the expected CI, then there is enough replication.

Below are simulations of 1,000 observations each, with 1 - 10 samples.
When the % simulated average is greater than the desired % (1-alpha x 100), there is enough replication

Sample Size

1 2 3 4 5 6 7 8 9 10

Percentage Inside 95%CI =| 79.6 | 93.0 96.9 99.3 99.8 100.0 | 100.0 100.0 100.0 | 100.0
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